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 Abstract: The construction industry plays a crucial role in 

India's fiscal targets amid a growing emphasis on 

infrastructure development. Despite extensive project 

management knowledge, persistent delays afflict 33% of 

projects, averaging a 47-month setback as of August 2021. 

This study seeks to pinpoint Critical Delay Factors (CDFs) in 

contemporary construction projects, drawing from 59 

attributes identified through literature and expert input. A 

questionnaire survey gauged expert opinions on the impact of 

these attributes. Factor analysis unveiled underlying 

constructs, revealing seven CDFs, and the Relative 

Importance Index (RII) ranked factors by significance. 

Across professional roles and regional distinctions, ANOVA 

demonstrated consistent CDF evaluations. These findings are 

anticipated to guide project stakeholders in prioritizing 

factors for effective delay management, promoting successful 

project outcomes. 

 

Keywords: Critical delay factor; Construction; India; 

Project. 

 

1. INTRODUCTION 

 

The construction industry is a vital part of 

India's economy, making a significant 

contribution to the GDP. As of 2022, the 

industry was valued at over 3.3 trillion INR, 

representing nearly 9% of the GDP (Statista, 

2022). Despite substantial investments, 

including Rs. 10 lakh crore allocated in the 

2022-23 budget for infrastructure 

development, the industry faces persistent 

challenges. It's noteworthy that about 33% of 

infrastructure projects experience delays 

(MOSPI, 2014). 

 

Project delays are a critical issue in the Indian 

construction sector, impacting the timely 

delivery and cost-effectiveness of projects. 

Although numerous studies have identified 

various factors causing these delays, there is a 

lack of comprehensive research addressing the 

evolving nature of these factors in the 

contemporary Indian context. Conventional 

project management metrics often fall short of 

adequately assessing and controlling these 

complexities (Gwaya et al., 2014). 

 

This research aims to bridge this gap by 

identifying and analyzing Critical Delay 

Factors (CDFs) specific to the current Indian 

construction industry. By focusing on these 

factors, this study provides valuable insights 

for project managers and stakeholders to 

improve project outcomes and performance. 

 

2. LITERATURE REVIEW 

 

Project delays occur when completion extends 

beyond the estimated timeline due to various 

reasons. Delays negatively impact project  

timelines, budgets, quality, and stakeholder 

satisfaction (Baldwin et al., 1973; Chan & 

Kumaraswamy, 1997; Lovering, 1972; Shebob 

et al., 2012). Despite efforts to mitigate delays, 

construction projects rarely finish on schedule 

(Trauner et al., 2009). 
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Considerable research is focussed on 

identifying the causes of delays in construction 

projects. Early studies, such as J. Baldwin et 

al., (1971), surveyed 1400 professionals and 

identified sixteen causes of delay, with 

weather, labour supply, and subcontractors’ 

scheduling being the top three. 

Assaf et al., (1995) in Saudi Arabia identified 

fifty-six delay causes in large building projects, 

categorizing them into nine groups, including 

materials, workforce, and financing. A follow-

up study by Assaf and Al-Hejji, (2006) 

expanded to all large construction projects in 

Saudi Arabia, identifying seventy-three delay 

factors, with owner-related factors consistently 

ranked highest. 

 

In Jordan, Battaineh, (1999) highlighted delays 

due to inadequate design and owner neglect, 

while Odeh and Battaineh, (2002) focused on 

traditional contracts, identifying inadequate 

contractor experience and owner interference 

as top causes. Alzara et al., (2016) examined 

delays in public educational projects, 

emphasizing the “Best Value Approach” and 

“Performance Information Procurement 

System”. 

 

Iranian studies by Pourrostam and Ismail, 

(2012) and Samarghandi et al., (2016) 

identified delay causes such as delay in 

progress payments and change orders, and 

categorized them into groups related to owners, 

contractors, consultants, and legal factors. 

 

Chan and Kumaraswamy (1997) in Hong Kong 

found unforeseen site conditions and poor risk 

management as principal causes of delays. In 

Norway, Zidane and Andersen (2018) 

identified universal delay factors and 

compared them to those specific to the 

Norwegian construction industry. 

 

In Turkey, Kazaz et al., (2012) and Gündüz et 

al., (2013) provided lists of delay factors, 

emphasizing managerial, financial, and labour-

related factors. Gunduz et al., (2014) proposed 

a delay analysis model using fuzzy set theory, 

highlighting design-related factors as the most 

influential. 

 

In India, Iyer and Jha, (2006) identified seven 

critical failure factors impacting schedule 

performance, including conflicts among 

project participants and indecisiveness. Doloi 

et al., (2012) extracted seven critical delay 

factors, such as a lack of commitment and 

inefficient site management. 

 

These studies reveal that while there are shared 

delay factors globally, local conditions and 

project-specific variables significantly 

influence delays. As project management 

evolves, previously identified delay factors 

may no longer apply in contemporary settings. 

 

This research focuses on identifying and 

prioritizing the key factors causing delays in 

the contemporary Indian construction industry. 

By examining current conditions alongside 

previously recognized factors, this study aims 

to offer a thorough analysis of the contributors 

to project delays specific to the Indian context. 

 

3. RESEARCH METHOD 

 

The objective of this research requires an 

analysis of perception-based responses from 

professionals in the construction sector, given 

that data on delay factors or attributes of delay 

in construction projects are rarely documented 

in official project records. Therefore, the 

primary research process is empirical 

quantitative research, and the research design 

is essentially a factor analysis design using a 

cross-sectional survey methodology. Hence, a 

general sample survey was best suited for 

capturing such details because it provides first-

hand primary data that is reliable, accurate, and 

applicable to the research goals and is 

considered a good tool for investigating the 

perceptions based on the experience of the 

targeted population (McCombes, 2022). 

  

4. DATA COLLECTION AND 

ANALYSIS 

4.1  Survey design 

 

Initially, a comprehensive list of 59 delay 

attributes was curated through an exhaustive 

review of literature and in-depth discussions 

with ‘subject matter experts’. These 

consultations ensured the inclusion of 

attributes that accurately reflect the 

contemporary construction landscape. 

 

The initial segment of the questionnaire was 

dedicated to gathering detailed information 

about the project participants, encompassing 

personal demographics and their extensive 
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experience within the construction industry. 

This approach was taken to ensure a diverse 

and representative sample. Subsequently, 

respondents were tasked with assessing the 

impact of attributes of delay on the project, 

utilising a five point Likert scale. Additionally, 

an open-ended question was included to solicit 

suggestions for any supplementary attributes 

relevant to project delay. 

 

After conducting a pilot survey involving 20 

construction experts, modifications were made 

to the questionnaire in line with the inputs 

received, incorporating an additional 

demographic question and removing redundant 

attributes. The final questionnaire ultimately 

consisted of 45 delay attributes. 

 

4.2 Sampling method, adequacy and 

response 

 

Traditional random sampling turns out to be 

resource and time-intensive for a study that 

targets respondents spread nationwide. 

Accordingly, in such cases, employing 

snowball sampling for precision and efficiency 

is deemed appropriate (Leighton et al., 2021). 

Initial respondents from diverse organisations 

like CPWD, NBCC, and various PMCs were 

identified and asked to share the questionnaire 

with their network as well. The online survey 

was conducted using Google Forms and 

garnered 213 responses, meeting the 

recommended sample size criteria for 

Exploratory Factor Analysis (EFA) (Hogarty et 

al., 2005; Velicer & Fava, 1998) and also met 

the recommended N:P ratio of 5 for EFA 

(Gorusch, 1983). Data analysis in SPSS 

version 27 demonstrated high internal 

reliability (Cronbach's Alpha > 0.9) and 

moderate correlations (0.3 < r < 0.7) (George 

& Mallery, 2003; Nunnally & Bernstein, 

1994). Therefore, the sampling size of 213 

responses seemed adequate and fit for further 

analysis.

  

Table 1:  Reliability analysis 

Cronbach's Alpha 
Cronbach's Alpha Based on 

Standardized Items 
No. of Items 

0.972 0.973 45 

 

4.3 Data  screening 

 

An exploratory factor analysis (EFA) requires 

scrutinising the data beforehand for potential 

biases that might influence the outcomes (Hair 

et al., 2019; Tabachnick and Fidell, 2019). 

These biases may arise from factors such as 

limited score variability, type of data 

distribution, outliers, and missing data. 

 

Limited score variability, meaning values lie 

within a narrow range, can hinder various 

statistical analyses, including correlation 

assessments and EFA (Lorenzo-Seva & 

Ferrando, 2020). The study employs a 

comprehensive survey approach that includes a 

wide array of construction professionals across 

different roles, ensuring balanced 

representation within the expert construction 

community and mitigating limitations in 

response diversity.
 

Table 2: Distribution of representative experts 

 

Additionally, responses for all variables span 

from 3 to 4 on a five-point Likert scale, 

reflecting a broad range of scores. However, 

certain variables have mean values below three 

and median scores of less than two, indicating 

a perceived minimal impact on overall delays. 

Consequently, three variables (DA22, DA35, 

Role Nos Percent Experience Nos Percent Project size Nos Percent 

Client/Owner 58 27.2 < 5 years 30 14.1 <  5 Cr 25 11.7 

Contractor 53 24.9 5 - 10 Years 46 21.6 5 - 10 Cr 12 5.6 

Consultant 102 47.9 10 -15 Years 54 25.4 10 - 50 Cr 41 19.2 

      > 15 Years 83 39.0 50 -100 Cr 51 23.9 

            > 100 Cr 84 39.4 

Total 213 100   213 100   213 100 
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DA41) were excluded, leaving 42 attributes for 

further analysis. 

 

The univariate normality test results for 

skewness and kurtosis (Curran et al., 1996) are 

within acceptable limits, indicating a 

reasonably normal univariate data distribution.

Table 3: Results of univariate normality test 
 

 

 

 

 

Nevertheless, Mardia’s multivariate normality 

test uncovers significant deviations in both 

skewness and kurtosis, showing a lack of 

multivariate normality, affecting EFA's 

selection of extraction methods (Watkins, 

2021).
 

Table 4: Results of multivariate normality test  

 

 

 

 

 

Regarding univariate outliers, extreme values 

were identified but are likely representative 

responses on a Likert scale. Multivariate 

outlier testing using Mahalanobis metrics 

indicates the presence of a few outlier cases.

 

Table 5: Results of Multivariate Outlier Test 

 

 

 

 

 

 

However, upon closer examination, these 

outliers match the variables identified in 

univariate testing for outliers. The influence of 

these on “predictor variables” is minimal as 

Cook’s distance metric is within acceptable 

limits. Thus, these outliers are unlikely to 

significantly affect variable scores. 

Additionally, the online survey's mandatory 

response format ensures the dataset is 

complete, with no missing entries. 

 

Based on the above considerations, the data 

appears suitable for further exploratory factor 

analysis. 

 

4.4 Exploratory factor analysis 

 

Checking the appropriateness of data for EFA, 

selecting the factor analysis model and factor 

extraction method, and deciding on the number 

of factors to be retained and the method of 

rotation to be employed are the essential steps 

to be carried out and reported in an EFA 

process (Watkins, 2021). 

4.4.1 Data appropriateness 

 

Exploratory Factor Analysis (EFA) relies on a 

correlation matrix, requiring acceptable 

covariance within it. This can be visually 

assessed by looking for multiple correlation 

coefficients ≥ .30 (Hair et al., 2019; 

Tabachnick & Fidell, 2019). Bartlett's test of 

sphericity assesses matrix appropriateness, and 

the Kaiser–Meyer–Olkin (KMO) measure of 

sampling adequacy provides a comprehensive 

evaluation of correlation matrix 

appropriateness (Kaiser, 1974). While Kaiser 

initially set a threshold of .50, experts suggest 

≥ .60, with ≥ .70 preferable (Hoelzle & Meyer, 

2012; Watson, 2017).  

 

A visual inspection of the correlation matrix 

reveals significant correlations above 0.3, with 

none exceeding 0.80. Bartlett’s test of 

sphericity confirms that the correlation matrix 

is not an identity matrix. The KMO measure 

also indicates suitability, showing an overall 

score of 0.89, with individual variable values 

exceeding 0.70.

 Delay attributes N=45 

Max Value of Skewness 1.339 

Max Value of Kurtosis 1.518 

Delay attributes b z p-value 

Skewness 599.19 21271.48 0.000 

Kurtosis 2080.29 27.88 0.000 

Residuals statistics 
DA (42 Var) 

Min Max  Chi 0.001 N 

Mahal. Distance 12.468 91.29 76.084 213 

Cook's Distance 0.000 0.136   213 
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Table 6: KMO Test and Bartlett's test of Sphericity 
Kaiser-Meyer-Olkin measure of sampling adequacy 0.896 

Bartlett's test of sphericity Approx. Chi-Square 5392.518 

df 861 

Sig. 0.000 

 

These metrics together indicate that the 

correlation matrix is well-suited for performing 

exploratory factor analysis (EFA).  

 

4.4.2 Factor analysis model 

 

Researchers emphasise considering two 

models: “principal components analysis” 

(PCA) and “common factor analysis”. 

Watkins, (2021), citing Widaman, (2018), 

argues that if the goal is to understand and 

present latent constructs or factors, only FA 

techniques should be used, not PCA, while 

further citing other authors/researchers like 

Bandalos, (2018), Finch, (2013); Haig et al., 

(2018), who have also expressed similar 

opinions while stressing the fact that the 

variables in real life do have some error 

variance.  

 

This study hypothesises that a large set of 

project delay attributes can be simplified using 

underlying factors. Accordingly, a common 

factor model meets this study's requirements. 

 

4.4.3 Extraction of factor 

 

The primary distinction between methods of 

extracting factors lies in the choice between 

“Maximum Likelihood” (ML) and “Least 

Squares” approaches. ML relies on data 

randomness and multivariate normality 

assumptions, whereas least squares methods do 

not make distributional assumptions (Fabrigar 

& Wegener, 2012). 

 

Since multivariate normality is not established, 

as discussed in the data screening section, the 

ML extraction method would not be suitable, 

and a least squares approach (PA) is employed. 

This aligns with the recommendations of other 

researchers like Watson (2017), who suggest 

that ML may be suitable for large sample data 

showing multivariate normality, while 

principal axis factoring may be more 

appropriate for smaller samples with non-

normal data distributions. 

 

4.4.4 Number of factors 

 

A critical decision-making step in Exploratory 

Factor Analysis (EFA) is determining an 

appropriate number of factors (Tabachnick & 

Fidell, 2019). Scholars advise integrating 

empirical techniques and theoretical insights in 

this process (Hair et al., 2019) and suggest 

various empirical guidelines such as Parallel 

Analysis, Minimum Average Partial (MAP) 

method, and Cattell's value graphing method. 

 

Parallel Analysis was conducted using 

O’Connor’s syntax command file, with 213 

cases and 42 variables. Real eigenvalues were 

then calculated based on the discussed factor 

model and extraction method in SPSS. MAP 

results were also obtained using the 

corresponding syntax file.

  

Table 7: Result of “Parallel Analysis” 

Factor 
Eigenvalues 

Real Random 

1 12.996 1.178 

2 3.935 1.061 
3 2.252 0.973 
4 1.339 0.895 
5 1.122 0.831 
6 0.912 0.772 
7 0.815 0.715 

8 0.752 0.661 
9 0.595 0.612 
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Table 8: Minimum average partial results 

The smallest average squared partial correlation is 0.0133 

The smallest average 4th power partial correlation is 0.0006 

The Number of Components as per original  MAP Test (1976) is 4 

The Number of Components as per revised MAP Test (2000) is 7 

 

The findings suggest that retaining around 

seven to eight factors provides an optimal 

balance between inclusiveness and simplicity, 

consistent with both empirical data and 

theoretical foundations. 

 

4.4.5 Factor rotation 

 

Rotation techniques encompass both 

orthogonal rotations (resulting in uncorrelated 

factors) and oblique rotations (allowing for 

factor correlations). While orthogonal rotations 

are favoured for their simplicity and 

straightforward interpretation, oblique 

rotations are advocated for their precision and 

to acknowledge the fact that most variables are 

correlated to some degree (Bandalos & Finney, 

2018). (Watkins, 2021), citing Schmitt, (2011), 

affirms that oblique rotations are generally 

preferable as they tend to yield more realistic 

and statistically robust factor structures. 

Hence, an oblique rotation is considered 

suitable for this study. 

 

4.5 Result of exploratory factor analysis 

 

Using the previously outlined methodology 

and parameters, forty-two variables underwent 

factor analysis. An initial solution was 

obtained in SPSS without placing any 

restriction on the number of factors in the 

parameter selection. Following the standard 

guideline advocated by many researchers 

(Fabrigar et al., 1999; Gorsuch, 1983), factor 

loadings below 0.30 were omitted from the 

analysis to facilitate substantive interpretation. 

The approximation threshold for significant 

factor loadings, as proposed by (Norman & 

Streiner, 2014) given by (5.152) / √(N-2), 

yielded 0.35 for the data set. This value 

exceeded the chosen cutoff of 0.30 for the 

analysis. 

 

The initial solution pointed to eight factors, 

supported by “eigenvalues” surpassing 1.0, 

collectively explaining 58% of the total 

variance. However, some variables exhibited 

low intercorrelations and loaded onto more 

than one factor with low loading values, 

rendering interpretation impractical. 

Consequently, twelve such variables were 

removed, and EFA was rerun on the remaining 

thirty attributes using the same parameters as 

before. Removing variables did not 

significantly change the KMO value, which 

remained relatively high, dropping slightly 

from 0.896 to 0.881. Additionally, “Bartlett’s 

test” continued to yield a significant result. The 

revised solution consisted of seven factors 

explaining 56% variance. The factor solution is 

thus obtained is provided in Table 9 below.

 

Table 9: Final EFA results 

Delay attributes 
Factor 

1 2 3 4 5 6 7 

DA30_Inadequate and irregular quality 

check system 

0.764             

DA29_Poor site management and 

Supervision 

0.733             

DA31_Poor Communication channels 

between team members 

0.609             

DA33_Poor coordination among parties 0.466             

DA34_Bureaucracy in client's organisation 0.371             

DA1_Inadequate initial planning of project   0.716           

DA4_Changes in Design by owner during 

construction 

  0.618           
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DA5_Inaccurate design criteria by 

owner/consultant 

  0.450           

DA10_Variation orders/changes of scope by 

owner during construction 

  0.413           

DA8_Non availability of drawing/design on 

time 

    0.615         

DA6_Inadequate details in the drawings     0.573         

DA44_Ambiguity in specifications and 

conflicting interpretation by parties 

    0.496         

DA7_Poor constructability of the design.     0.385         

DA37_Hostile Public interruptions       0.699       

DA36_Adverse weather conditions       0.697       

DA42_Restricted access at site       0.663       

DA39_Issues regarding permissions/ 

approvals from other stakeholders 

      0.662       

DA40_Force majeure: war, revolution, riot, 

strike, earthquake, etc. 

      0.623       

DA38_Differing or unforeseen 

site/subsurface conditions 

      0.581       

DA43_Site accidents due to negligence/lack 

of safety measures 

      0.484       

DA26_Slow decision making by Client         -0.777     

DA27_Delay in approval of completed 

stages by client 

        -0.668     

DA28_Inadequate project monitoring and 

feedback by Client 

        -0.662     

DA32_Conflict between owners and other 

parties 

        -0.378     

DA19_Shortages of materials / Delay in 

procurement of material by Contractor 

          0.756   

DA18_Contractor’s financial difficulties           0.719   

DA20_Shortage of equipment           0.651   

DA2_Inadequate initial technical/Cost 

assessment by Contractor 

            -0.596 

DA3_Inaccurate estimation of material 

quantities 

            -0.473 

DA15_Gap between construction costs and 

stage payments 

            -0.433 

 

This aligned with the number of factors 

recommended by both Parallel Analysis (PA) 

and Minimum Average Partial (MAP) 

analysis, making it an acceptable factor 

solution. Reliability analysis using Cronbach’s 

Alpha yielded results presented in Table 10.

 

Table 10: Internal reliability assessment of factors 

Factor 
No. of 

Attributes 
“Cronbach's Alpha” (Cα) 

Factor 1 5 0.820 
Factor 2 4 0.686 
Factor 3 4 0.765 

Factor 4 7 0.866 
Factor 5 4 0.759 
Factor 6 3 0.822 
Factor 7 3 0.733 
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While a Cronbach’s alpha of 0.70 or higher is 

commonly deemed acceptable, lower values 

(e.g., 0.60) may suffice for initial reliability 

assessment (DeVellis & Thorpe, 2021). All 

extracted factors exhibit robust internal 

reliability, affirming that the attributes within 

each factor collectively contribute to a shared 

underlying construct.  

 

5. DISCUSSION OF CRITICAL 

DELAY FACTORS 

 

To facilitate the communication of EFA 

results, naming factors rooted in the conceptual 

foundation of factors is typically done (Thomas 

G. Reio & Shuck, 2015). The following 

sections provide an interpretation of the factors 

and outline the rationale behind their naming. 

 

Delay Factor 1 : Poor quality assurance and 

site management 

 

This factor comprises five measured variables 

contributing to project delays. These attributes 

indicate insufficient quality control measures 

and inefficient on-site management practices. 

The attribute 'Inadequate and Irregular 

Quality Check System' results directly from 

poor-quality assurance and site management. It 

highlights a broader issue with the overall 

quality control framework when oversight of 

quality checks is lacking. 'Poor Site 

Management and Supervision' is a key 

component, impacting various project aspects 

like quality, efficiency, and adherence to 

timelines. Additionally, subpar site 

management often leads to ‘poor 

communication channels’, causing 

misunderstandings, conflicting instructions, 

and project delays. 

 

'Poor Coordination Among Parties' directly 

stems from deficient site management, 

hindering seamless coordination among 

project stakeholders. This can result in 

overlapping tasks, resource misallocation, and 

conflicts, contributing to delays. Similarly, 

inadequate site management practices can 

potentially worsen bureaucratic challenges 

within the client's organisation, amplifying 

delays in decision-making and approval 

processes. Therefore, "Poor Quality Assurance 

and Site Management" is an umbrella term 

encompassing interconnected attributes and 

shares a common root cause: the inadequacy of 

quality control measures and the inefficiency 

of on-site management practices. 

 

Delay Factor 2: Inadequate pre-project 

diligence by owner  

 

On this factor, four measured variables loaded 

prominently encompassing critical aspects 

related to initial project planning and design 

criteria, all indicative of inadequate due 

diligence. For example, ‘Inadequate Initial 

Planning of Project’ attribute underscores the 

significance of robust initial planning. An 

owner failing to conduct adequate due 

diligence may result in a superficial or 

incomplete project plan. Inadequate pre-

project diligence might result in evolving needs 

or a lack of a well-defined design plan, leading 

to later adjustments during construction, 

manifesting as ‘Changes in Design by Owner 

During Construction’. Inaccurate Design 

Criteria by the Owner also signifies a lack of 

thorough pre-project investigation. Similarly, 

the presence of ‘variation orders and changes 

in project scope’ initiated by the owner during 

construction points to a potential deficiency in 

the initial project definition. In summary, when 

an owner does not conduct adequate pre-

project planning and investigation, it can lead 

to a range of challenges, including incomplete 

initial planning, evolving design needs, unclear 

design criteria, and the need for variations in 

project scope and, therefore, the factor is aptly 

named "Inadequate Pre-project Diligence by 

Owner”.  

 

Delay Factor 3: Deficiency in design 

information integrity and accessibility 

 

Four measured variables loaded prominently 

onto Factor 3. These variables collectively 

point towards the significance of the 

deficiencies in design-related information's 

availability, accuracy, and usability. ‘Non-

availability of Drawing/Design on Time’ as an 

attribute is a direct consequence of the 

underlying factor. When design information is 

not accessible on time, it indicates a breakdown 

in the flow of crucial information. This lack of 

accessibility stems from inefficient processes 

and systems for organising and disseminating 

design data.  

 

Design Information Integrity and Accessibility 

is fundamental in ensuring that design details 
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are complete and comprehensible; hence, when 

design information lacks the necessary level of 

detail (‘Inadequate Details in the Drawings’) ,  

it reflects a deficiency in the integrity of the 

information provided. This deficiency can be 

attributed to inadequacies in the processes 

governing the creation and verification of 

design documentation.  

 

When specifications are ambiguous or subject 

to conflicting interpretations, it indicates a lack 

of integrity in the design information provided. 

This ambiguity arises from shortcomings in the 

processes for defining and articulating project 

requirements. The attribute ‘Poor 

Constructability of the Design’ is again a 

manifestation of the underlying factor of 

"Design Information Integrity and 

Accessibility", as the factor is integral in 

ensuring that designs are not only conceptually 

sound but also practically constructible. 

Addressing constructability concerns requires 

additional time and resources, leading to delays 

in project execution. 

 

Therefore, as described above, the factor is 

aptly named "Deficiency in Design 

Information Integrity and Accessibility", as 

deficiencies in this factor lead to a cascade of 

challenges, including delayed access to crucial 

information, inadequate detailing, 

specification ambiguities, and constructability 

issues.  

 

Delay Factor 4: External constraints and site 

dynamics 

 

This factor had seven measured variables 

loading prominently onto it. Within this factor, 

these variables collectively indicate a range of 

external factors and site-specific conditions 

that can substantially influence the progress of 

construction projects. ‘Hostile Public 

Interruptions’ represent an external constraint 

that can disrupt construction activities. These 

interruptions can arise from various events 

such as protests, demonstrations, or public 

gatherings. ‘Adverse Weather Conditions’ are 

integral to the external constraints that affect 

construction projects. Adverse weather, 

including heavy rain, storms, extreme 

temperatures, or other environmental factors, 

can impede construction activities, leading to 

delays in the project schedule.  

 

Similarly, ‘site access restrictions’ are a direct 

consequence of external constraints. These 

restrictions can arise due to factors such as 

limited entry points, nearby construction 

activities, or zoning regulations. When site 

access is restricted, it can lead to logistical 

challenges in transporting materials and 

equipment, as well as congestion issues. 

‘Issues Regarding Permissions/Approvals 

from Other Stakeholders’ highlights the 

influence of external constraints, as the 

project's progress is contingent on interactions 

with various external entities, such as 

regulatory authorities or neighbouring property 

owners. Delays or complications in obtaining 

these permissions can significantly impact 

project timelines. ‘Force majeure’ events 

represent extreme and uncontrollable external 

circumstances. These events, including war, 

revolution, riots, strikes, earthquakes, and 

similar occurrences, can profoundly impact 

construction projects. ‘Unpredictable site or 

subsurface conditions’ represent a significant 

external dynamic. These conditions may only 

become apparent after the commencement of 

construction activities. They can include 

unexpected soil characteristics, hidden 

obstructions, or geological features. Dealing 

with these unforeseen conditions necessitates 

adaptability and can lead to necessary 

adjustments in project execution.  

 

Therefore, it can be concluded that the factor 

"External Constraints and Site Dynamics" 

serves as the underlying cause for the identified 

attributes. It encompasses a range of 

uncontrollable external factors and site-

specific conditions that significantly influence 

the progress of construction projects. 

 

Delay Factor 5: Poor client engagement 

 

Four measured variables loaded prominently 

onto this factor. Within this factor, the 

attributes seem to represent a deficiency in the 

client's active involvement, responsiveness, 

and effectiveness in guiding the construction 

project. Therefore, the factor is called “Poor 

Client Engagement”.  

 

The measured variable ‘Slow Decision Making 

by Client’ is a direct consequence of poor client 

engagement. When the client is not sufficiently 

engaged or responsive, it leads to delays in the 

decision-making process. This delay can be 
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attributed to factors such as a lack of timely 

attention or a complex decision-making 

structure within the client's organisation. Poor 

Client Engagement directly influences the 

client's efficiency in ‘approving completed 

stages of the project’. Inadequate client 

engagement can result in delays in reviewing 

and providing feedback on completed work. 

This may be due to a diminished sense of 

urgency or a lack of prioritisation in the client's 

engagement with the project. Similarly, the 

variable ‘Inadequate Project Monitoring and 

Feedback by Client’ reflects the consequence 

of insufficient client engagement in project 

oversight. When the client is not actively 

engaged in monitoring progress or providing 

timely feedback, it can lead to uncertainties and 

inefficiencies. This may result from a lack of 

consistent communication channels or a 

reduced emphasis on project oversight.  

 

While the attribute ‘Conflict Between Owners 

and Other Parties’ is somewhat less strongly 

correlated with the others, the genesis of this 

attribute still lies in poor client engagement 

because poor client engagement may 

exacerbate conflicts, as the client may not be 

effectively mediating or resolving disputes or 

providing a conducive atmosphere for all 

stakeholders to work effectively without 

conflicts arising in the first place. This can lead 

to delays as conflicts remain unresolved or 

require third-party intervention. In summary, 

"Poor Client Engagement" is at the core of the 

identified attributes. It signifies a deficiency in 

the client's active involvement and 

responsiveness in critical aspects of the 

construction project. 

 

Delay Factor 6: Constraints in resource 

availability 

 

Factor 6 exhibited significant loading with 

three measured variables. The underlying 

construct for these attributes could be termed 

"Constraints in Resource Availability." This 

construct encompasses the various challenges 

and limitations the contractor faces in terms of 

materials, financial resources, and equipment, 

all of which can significantly impact 

construction projects. The variable ‘Shortages 

of Materials / Delay in Procurement of 

Material by Contractor’ indicates that the 

contractor may face challenges in procuring 

necessary materials for the construction 

project. Shortages or delays in material 

procurement can occur due to various factors, 

such as supply chain disruptions, logistical 

issues, or unforeseen demand spikes. These 

constraints directly impact the contractor's 

ability to execute work on schedule.  

 

Similarly, the ‘Contractor’s Financial 

Difficulties’ are only a manifestation of his 

resource constraints. When a contractor faces 

financial difficulties, it can lead to constraints 

in funding necessary resources for the project, 

including materials, labour, and equipment. 

This can result from various factors, such as 

cash flow challenges, unexpected costs, or 

economic downturns. When the contractor's 

resources are constrained, it results in the 

‘shortage of equipment’ at the site, though 

sometimes the equipment shortages may arise 

from factors like maintenance issues. In 

conclusion, "Constraints in Resource 

Availability " examines how the contractor's 

resources affect project execution. It looks at 

challenges like material availability, financial 

stability, and equipment adequacy. 

 

Delay Factor 7: Poor appraisal competence 

of contractor 

 

Three measured variables loaded prominently 

onto Factor 7. Within this factor, the variables 

seem to indicate a deficiency in the contractor's 

proficiency in technical assessment, cost 

estimation, and material quantity evaluation. In 

other words, they are indicative of the ‘Poor 

Appraisal Competence of Contractor’. The 

attribute of ‘inadequate initial technical and 

cost assessment’ is a direct consequence of 

poor appraisal competence on the contractor's 

part. When the contractor lacks the necessary 

expertise or resources to conduct thorough 

assessments at the project's outset, it leads to 

inaccuracies in project planning, budgeting, 

and scheduling. Poor appraisal competence of 

the Contractor directly influences the 

‘accuracy of material quantity estimations’ 

made by the contractor. When material 

quantities are inaccurately estimated, it can 

lead to shortages, delays, or excess costs during 

construction. This inaccuracy directly results 

from the contractor's insufficient appraisal 

competence, which may stem from inadequate 

site surveys or limited knowledge of specific 

project requirements. 
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‘Gap Between Construction Costs and Stage 

Payments’ reflects discrepancies between the 

actual construction costs incurred by the 

contractor and the payments received at 

various stages of the project. If a contractor is 

not proficient in appraising the project  

documents properly and thereby accounts for 

these gaps by ensuring sufficient provision for 

contingencies in line with these stages, the 

misalignment between costs and payments 

could strain the contractor's cash flow and 

financial stability, thereby derailing the entire 

project. Therefore, Factor 7 is aptly named 

"Poor Appraisal Competence of Contractor" as 

it signifies a deficiency in the contractor's 

proficiency in accurately assessing technical 

aspects, estimating costs, and evaluating 

material quantities. 

 

6. RANKING OF FACTORS 

 

Once the factors are extracted, it is important 

to assess not only the magnitude of each 

factor's contribution but also its relative 

significance within the broader system. For this 

purpose, the calculation of summated scores 

constitutes a crucial step in the data analysis 

process, enabling one to conduct a wide array 

of statistical analyses such as Relative 

Importance Index (RII) and Analysis of 

Variance (ANOVA) effectively (Stevens, 

2002). Accordingly, summated factor scores 

were calculated for the extracted delay factors 

by adding the individual's responses to the 

items or variables that fall within a factor 

(Tabachnick & Fidell, 2013). 

 

RII provides valuable insights into the relative 

ranks and prioritisation of factors and is chosen 

over other straightforward methods like mean 

and standard deviation as they are not capable 

of taking into account the nuanced 

understanding of the relative importance of 

each factor in the context of the entire system 

and may treat all factors equally (Iyer & Jha, 

2006; Kumaraswamy & Chan, 1998). 

 

The Relative Importance Index (RII) in the 

given case can be determined using the below 

given formula: 

RIIi = 
∑(𝑊𝑖  × 𝑋𝑖)

𝑁× 𝐻𝑖
 

 

Where: 

− RIIi is the Relative Importance Index 

for the ith factor 

− Wi is the weighted total calculated 

score of the ith factor. 

− Xi is the mean score of the ith factor. 

− N is the total number of factors. 

− Hi is the highest score that can be 

accorded to the factor i. 

 

The product 𝑊𝑖  ×  𝑋𝑖   is calculated by 

determining the different categories of 

summated factor scores within a specific factor 

and multiplying each category by its 

corresponding frequency. The highest possible 

factor score is derived by multiplying the 

highest rating that can be accorded to a variable 

(5) by the number of variables that load onto a 

particular factor. 

 

Using the above methodology, RII is 

calculated for all factors.

   

Table 11: Relative importance index ranking of factors 

Critical delay factor 
No. of 

respondents 

Highest 
score for 

factor 

Weighted 
total score 

RII 
Mean 
score 

Rank 

  ‘N’ ‘H’ ‘W’ ‘W/(N x H)’ ‘W/N’   

CDF 1: Poor Quality Assurance 

and Site Management 213 25 4064 0.763 19.080 4 
CDF 2: Inadequate Pre-project 
Diligence by Owner 213 20 3770 0.885 17.700 1 
CDF 3: Deficiency in Design 
Information Integrity  213 20 3244 0.762 15.230 5 
CDF 4: External Constraints and 

Site Dynamics 213 35 5273 0.707 24.756 7 

CDF 5: Poor Client Engagement 213 20 3581 0.841 16.812 2 
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CDF 6: Constraints in Resource 
Availability 213 15 2664 0.834 12.507 3 
CDF 7: Poor Appraisal 

Competence of Contractor 213 15 2279 0.713 10.700 6 

 

The most influential factor contributing to 

delays, according to the RII, is identified as 

“Inadequate Pre-project Diligence by Owner”. 

This underscores the critical importance of 

thorough pre-project assessments and planning 

by the owner. This factor, though having 

received the third highest average score, is 

ranked first in terms of its impact on the project 

delay. This indicates that this factor, though 

deemed critical, is relatively often overlooked 

in terms of its impact on causing delays and 

may have a substantial effect on delay despite 

not being commonly acknowledged.   

 

Following closely in importance is the factor of 

“Poor Client Engagement” (CDF 5). This 

indicates that active and engaged involvement 

from the client is crucial in minimising delays. 

The third most critical delay factor is 

“Constraints in Resource Availability” (CDF 

6), while “Poor Quality Assurance and Site 

Management” (CDF 1) is identified as the 

fourth most critical delay factor. “Deficiency in 

Design Information Integrity” (CDF 3) is 

ranked fifth in importance, indicating that 

accuracy and integrity in design information 

are crucial for timely project execution. “Poor 

Appraisal Competence of Contractor” (CDF 7) 

is perceived as the sixth most critical delay 

factor. “External Constraints and Site 

Dynamics” (CDF 4), while still significant, is 

regarded as the least critical among the 

identified delay factors. Interestingly, despite 

receiving the highest average score, it is ranked 

last in terms of its relative importance in 

contributing to project delays. This indicates a 

disparity between its perceived severity and its 

actual impact on project timelines and indicates 

that while external factors and site-specific 

dynamics can contribute to delays, they are not 

considered the primary drivers. Factors such as 

pre-project diligence, client engagement, and 

resource availability hold greater weight in 

preventing delays.  

 

7. EVALUATIONS ACROSS 

CATEGORICAL GROUPS 
 

This section focuses on analyzing the 

assessments made by different categorical 

groups within the dataset, allowing for an in-

depth understanding of how various groups 

perceive and evaluate the identified delay 

factors. By scrutinizing these evaluations, we 

can identify potential variations in perspectives 

based on roles, geographical location or other 

distinguishing characteristics, which may 

provide valuable insights into the factors 

influencing project delays from diverse 

viewpoints.  
 

Employing the Analysis of Variance 

(ANOVA) methodology emerges as the most 

robust approach that has been widely utilised 

in similar studies to detect significant 

variations across categorical groups (Barbur et 

al., 1994; De Smith, 2015). Since the interest in 

finding the discrepancies between categorical 

groups is primarily focused on respondents’ 

scoring, the summated factor score is used for 

analysis within the categories under 

investigation.  
 

Using “Role” as a grouping variable and the 

summated scores of CDF1 to CDF7 as 

variables, the Levene's statistic was found to be 

non-significant for all seven variables at an 

alpha level of 0.05. This indicates that the 

assumption of homogeneity of variances holds 

for these variables, suggesting that the 

variances of the groups do not differ 

significantly. Subsequently, one-way ANOVA 

was conducted in SPSS to assess whether the 

mean scores for CDF1 to CDF7 differ across 

the various roles in the construction industry. 

The results of this analysis are presented in 

Table 12, which outlines the F-values, p-values 

providing insights into how the perceived 

importance of delay factors varies based on the 

role of the respondent.
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Table 12: Results of One-way ANOVA across categorical variable “Role” 

Variables SS df MS F Sig. 

CDF 1: Poor Quality Assurance and Site 
Management 

94.566 2 47.283 5.949 0.003 

CDF 2: Inadequate Pre-project Diligence by Owner 23.655 2 11.827 3.116 0.046 

CDF 3: Deficiency in Design Information Integrity 1.160 2 0.580 0.086 0.918 

CDF 4: External Constraints and Site Dynamics 84.708 2 42.354 2.378 0.095 

CDF 5: Poor Client Engagement 12.614 2 6.307 1.254 0.287 

CDF 6: Constraints in Resource Availability 6.596 2 3.298 1.142 0.321 

CDF 7: Poor Appraisal Competence of Contractor 0.120 2 0.060 0.017 0.983 

 

It can be observed that the ‘p-value’ for all 

variables with an exception of CDF1 and 

CDF2 is more than the significance value of 

0.05, meaning there is no statistically 

significant variance in scores across 

assessments made by Clients, Consultants and 

Contractors. The results indicate that for the 

critical delay factors “Poor Quality Assurance 

and Site Management (CDF1)” and 

“Inadequate Pre-project Diligence by Owner 

(CDF2)”, there are statistically significant 

differences in how these three groups perceive 

their impact on project delay. 

 

A post-hoc analysis of the variable using 

Gabriel’s test was conducted to show the 

pairwise differences between the groups. 

Gabriel's test is considered more robust in 

situations with unequal sample sizes compared 

to Tukey's HSD because Gabriel's test does not 

assume equal sample sizes or homogeneity of 

variances to the same extent as Tukey's HSD 

(Bretz et al., 2010). A p-value = 0.003 & 0.019 

for CDF1 signifies a statistically significant 

between the scores given by contractors and 

those provided by consultants and clients. 

Similarly, for CDF2, p=0.042 <.050 indicates 

a difference in scores between Contractors and 

Consultants.

 

Table 13: Post-hoc analysis of factors CDF1 and CDF2 

Dependent variable 
Mean 

difference 
(I-J) 

Std. 
error 

Sig. 

95% Confidence 
interval 

Lower 
bound 

Upper 
bound 

CDF 1: Poor 
Quality 

Assurance and 
Site 
Management 

Client/Owner Contractor 1.47202* 0.53572 0.019 0.1833 2.7608 
Client/Owner Consultant -0.10345 0.46363 0.994 -1.2083 1.0014 

Contractor Consultant -1.57547* 0.47737 0.003 -2.7093 -0.4416 

CDF 2: 
Inadequate 
Pre-project 

Diligence by 
Owner 

Client/Owner Contractor -0.37833 0.37022 0.667 -1.2690 0.5123 
Client/Owner Consultant 0.42799 0.32040 0.445 -0.3355 1.1915 
Contractor Consultant .80633* 0.32990 0.042 0.0227 1.5899 

 

Further analysis into homogeneous subsets for 

both factors indicates that for CDF 1, the mean 

score given by Contractors (M = 17.924) is 

indeed significantly different from both 

Clients/Owners (M = 19.396) and Consultants 

(M = 19.500). However, for CDF 2, though the 

mean score provided by Consultants (M = 

17.382) is lower than both Clients/Owners (M 

= 17.810) and Contractors (M = 18.188), all 

three means are still in the same subset, 

indicating that the difference is not highly 

significant.
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Table 14: Post-hoc subsets for factors CDF1 and CDF2 
CDF 2: Inadequate pre-project diligence by 

owner 

CDF 1: Poor quality assurance and site 

management 

Gabriela,b Gabriela,b 

Role N 
‘Subset for alpha = 0.05’ 

Role N 
‘Subset for alpha = 0.05’ 

1 1 2 

Consultant 102 17.3824 Contractor 53 17.9245   

Client/Owner 58 17.8103 Client/Owner 58   19.3966 
Contractor 53 18.1887 Consultant 102   19.5000 
Sig.   0.056 Sig.   1.000 0.995 

 

The findings reveal that while the three main 

project proponents - viz owners, consultants, 

and project managers - unanimously agree on 

the critical delay factors in the context of 

Indian construction projects, there is a slight 

divergence in the perceptions of contractors. 

Specifically, contractors tend to rate the impact 

of Poor Quality Assurance and Site 

Management as less critical compared to the 

other two groups. 

 

A similar comprehensive analysis of Critical 

Delay Factors (CDFs) employing 

“Geography” as a categorical variable was 

conducted to evaluate if there were any 

regional disparities in project evaluations. 

From the results, it was evident that the 

examination of responses regarding Critical 

Delay Factors reveals no discernible 

differences in assessments in project  

evaluations across different geographical 

locations in India.  

 

Therefore, it can be summarized that the results 

exhibit a consistent pattern in scores on critical 

delay factors across roles and geographic 

locations within the contemporary Indian 

construction sector. 

 

8. CONCLUSION 

 

Based on the responses to the questionnaire 

survey by various project professionals across 

India, this study identified seven critical delay 

factors that drive the prevalent delay attributes 

in the construction sector. These factors are 

Poor Quality Assurance and Site Management, 

Inadequate Pre-project Diligence by Owner, 

Deficiency in Design Information Integrity, 

External Constraints and Site Dynamics, Poor 

Client Engagement, Constraints in Resource 

Availability, and Poor Appraisal Competence 

of Contractor. 

 

The study ranked these critical delay factors in 

order of importance, revealing that Inadequate 

Pre-project Diligence by Owner and Poor 

Client Engagement were recognized as the 

most impactful factors. This underscores the 

significant role that clients play in the success 

of construction projects. Constraints in 

Resource Availability and Poor Quality 

Assurance and Site Management also ranked 

highly, highlighting the importance of 

consistent resource availability and robust 

quality assurance plans. 

 

One key finding is that while external factors 

and site-specific dynamics contribute to delays, 

they are not viewed as primary drivers. Instead, 

pre-project diligence, client engagement, and 

resource availability hold greater weight in 

preventing delays. Additionally, the study 

found a consistent pattern in the assessments 

by experts across different roles and 

geographic regions, indicating a unified 

perspective within the industry professionals. 

 

The scientific contribution of this research lies 

in its comprehensive identification and ranking 

of critical delay factors specific to the 

contemporary Indian construction industry. By 

bridging the gap in existing literature, this 

study provides a deeper understanding of the 

underlying constructs that influence project  

delays. The methodology and findings can be 

adapted to different project environments 

worldwide, offering valuable insights for 

global construction practices. 

 

Furthermore, this research forms part of 

ongoing efforts to examine the interplay 

between critical success factors and critical 

delay factors in Indian construction projects. 

By evaluating how critical success factors can 

mitigate delays, the study aims to enable 

informed interventions for improved project 

performance. The findings from this research  
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enhance the overall knowledge base on 

construction project performance and provide 

valuable practical insights for project  

professionals in the construction industry. 
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